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Without doubt, the fast Fourier transform (FFT) belongs to the algorithms with large impact on science and engineering. By appropriate approximations, this scheme has been generalized for arbitrary spatial sampling points. This so called nonequispaced FFT is the core of the sequential NFFT3 library and we discuss its computational costs in detail. On the other hand, programmable graphics processing units have evolved into highly parallel, multithreaded, manycore processors with enormous computational capacity and very high memory bandwidth. By means of the so called Compute Unified Device Architecture (CUDA), we parallelized the nonequispaced FFT using the CUDA FFT library and a dedicated parallelization of the approximation scheme.
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1 Introduction

Fast Fourier transforms (FFTs) have been generalized to arbitrary sampling situations, see [1–4] for its mathematical foundation and [5–9] for recent surveys. A convenient approach is to define the discrete Fourier transform as the evaluation of a trigonometric polynomial, given by its Fourier coefficients, at equispaced spatial nodes. This can then be generalized to arbitrary nodes using a dedicated approximation scheme as discussed in Section 2. Following prior approaches in [10, 11], we accelerate the nonequispaced FFT by using commodity graphics hardware in Section 3. The last section of this short note is dedicated to a performance comparison of our implementation in CUDA against the NFFT3 library [12]. Following the widely accepted concept of reproducible research, our implementation is freely available at [13].

2 Nonequispaced Fast Fourier Transform

For ease of notation, we consider the onedimensional case \( d = 1 \) first. Following standard conventions \([14, 15]\) the (forward) discrete Fourier transform (DFT) is defined as the calculation of the sums

\[
f_j = \sum_{k=0}^{N-1} \hat{f}_k e^{-2\pi i j k/N}, \quad j = 0, \ldots, N - 1,
\]

for \( N \in \mathbb{N} \) and given coefficients \( \hat{f}_k \in \mathbb{C} \). The computation of this transform requires \( \mathcal{O}(N \log N) \) arithmetic operations by means of the fast Fourier transform (FFT). We define the nonequispaced fast Fourier transform (NFFT) as the fast and approximate evaluation of the trigonometric polynomial

\[
f(x) = \sum_{k \in I_N} \hat{f}_k e^{-2\pi i k x}, \quad j = 0, \ldots, M - 1,
\]

at nonequispaced nodes \( x_j \in \mathbb{T} = [-\frac{1}{2}, \frac{1}{2}] \), where \( I_N = \{-\frac{N}{2}, \ldots, \frac{N}{2} - 1\} \) denotes the set of frequencies.

The idea of the NFFT is to use a standard FFT in combination with an approximation scheme that is based on a window function \( \tilde{\varphi} : \mathbb{R} \rightarrow \mathbb{R} \) which is mutually well localized in the spatial and frequency domains. The first step is to approximate the trigonometric polynomial \( f \) of degree \( N \) in (1) by a linear combination

\[
s_1(x) = \sum_{l \in I_n} g_l \hat{\varphi} \left(x - \frac{l}{n}\right),
\]

of shifted one-periodic window functions \( \hat{\varphi} (x) = \sum_{r \in \mathbb{Z}} \varphi(x + r) \), where \( n = \sigma N \) for some oversampling factor \( \sigma > 1 \) determines the length of the ordinary FFT used below. Switching to the frequency domain yields

\[
s_1(x) = \sum_{k \in I_n} \hat{g}_k \hat{\varphi}(k) e^{-2\pi i k x} + \sum_{r \in \mathbb{Z} \setminus \{0\}} \sum_{k \in I_n} \hat{g}_k \hat{\varphi}(k + nr) e^{-2\pi i (k + nr)x}
\]
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with Fourier coefficients
\[ \hat{g}_k = \sum_{l \in I_n} g_l e^{2\pi i k l / n}, \quad \hat{\varphi}(k) = \int_{\mathbb{R}} \varphi(x) e^{2\pi i k x} \, dx \]  

(3)

A comparison of (1) and (2) suggests to define
\[ \tilde{g}_k = \begin{cases} \frac{\hat{g}_k}{\hat{\varphi}(k)} & \text{for } k \in I_N, \\ 0 & \text{for } k \in I_n \setminus I_N, \end{cases} \]  

(4)

assuming that \( \hat{\varphi}(k) \) is small for \(|k| \geq n - \frac{N}{2} \). This first approximation causes an aliasing error. The values \( g_l \) can now be computed by an FFT of length \( n \), applying the Fourier inversion theorem to (3). Assuming now a strong localization in the spatial domain, we truncate the sum (2) and replace the one-periodic window functions by the original one to have the final approximation
\[ s(x_j) = \sum_{l \in I_{n,m}(x_j)} g_l \varphi \left( x_j - \frac{l}{n} \right) \]  

(5)

where \( I_{n,m}(x_j) = \{ l \in I_n : nx_j - m \leq l \leq nx_j + m \} \) has cardinality at most \( 2m + 1 \) and collects indices of the neighboring grid points of \( x_j \). Here, we consider the Gaussian window function
\[ \varphi(x) = (\pi b)^{-1/2} e^{-\frac{(nx_j)^2}{b}}, \quad b = \frac{2\sigma}{2\sigma - 1} \frac{m}{\pi}, \]  

which leads to the error estimate
\[ |f(x_j) - s(x_j)| \leq 4 e^{-m\pi(1-1/(2\sigma-1))} \sum_{k \in I_n} |\hat{f}_k| \]  

and thus the choice \( m = C |\log \epsilon| \) assures accuracy \( \epsilon \) of the NFFT. Moreover, this window function allows for the factorization
\[ \varphi \left( x_j - \frac{l^u}{n} \right) = (\pi b)^{-1/2} e^{-\frac{(nx_j - u)^2}{b}} \left( e^{\frac{2(nx_j - u)}{b}} \right)^l e^{-\frac{l^2}{2}}, \]  

where \( u = \min I_{n,m}(x_j) \) and \( l = 0, \ldots, 2m \). The first factor and the exponential within the brackets are a constant for each fixed node \( x_j \). Once we have evaluated the second exponential, its \( l \)th power can be computed by repeated multiplications only. Furthermore, the last exponential is independent of \( x_j \), such that these \( 2m + 1 \) different values need to be precomputed only once – usually a negligible amount. Thus, it is sufficient to store or evaluate \( 2M \) exponentials and this cute trick has been termed fast Gaussian gridding [8].

The described approximation method can be generalized to arbitrary dimensions in order to evaluate the multivariate trigonometric polynomial
\[ f(x) = \sum_{k \in I_n^d} \hat{f}_k e^{-2\pi i k x}, \quad j = 0, \ldots, M - 1, \]  

at nonequispaced nodes \( x_j \in \mathbb{T}^d \). In this case, the final approximation (5) has \((2m + 1)^d\) summands and the size of the FFT is \( n^d \). The window function is of product type and factorizing the Gaussian window function asks for the storage or evaluation of \( 2dM \) numbers. The final cost of the multivariate NFFT is \( O\left( N^d \log N + |\log \epsilon|^d M \right) \), where \( \epsilon \) is the desired accuracy, see [9] for details. We summarize our findings in the following algorithm.

### 3 GPU Implementation

Programmable graphics processing units (GPUs) have evolved into highly parallel, multithreaded, manycore processors with enormous computational capacity and very high memory bandwidth. On these devices, a widely available programming language is the Compute Unified Device Architecture (CUDA) [16]. CUDA provides a C-like programming environment with extensions to differentiate between code and data structures meant for the host (central processing unit, CPU) and device execution. The host is responsible for initializing the device, transferring data between systems and device memory, and initiating execution of device kernels, see also Figure 1. In the following, we introduce a parallel nonequispaced FFT based on the sequential algorithm implemented in the NFFT3 library [12]. Because of the concept of graphics processors as coprocessors the original algorithm is inefficient on GPUs and we have to adapt some algorithmic parts as well as data structure to get a significant speedup.
As described in the previous section, the NFFT consists of three steps which are implemented as kernel functions on the GPU. The first step of Algorithm 1, i.e. the roll-off correction, is straightforward to parallelize and we implement our kernel function like the serial algorithm without precomputation of \( \hat{\varphi} \). Every thread (computational unit on GPU) computes on \( 2^d \) frequency indices \( k \in I_N^d \), realizes also the fftshift, and threads in one warp use a coalesced memory access. The second step is the fast Fourier transform of total size length \( n^d \), available in the CUFFT library [17]. For interesting problem sizes, the convolution step is most time consuming step and the NFFT algorithm on the CPU is bounded by its runtime. Now, every thread computes the sum of step three of Algorithm 1 on one spatial index \( j = 0, \ldots, M - 1 \) of the vector \( f \). We start by computing \( \hat{\varphi} \) for the current index \( j \) using the precomputed parts of the factorization of the window function. Again, the access to the FFT-output \( g_l \), \( l \in I_n^d \), is optimized regarding to coalesced memory. Since the FFT-length \( n \) is free of choice, we restrict to the most relevant case that \( n \) is a power of two. In particular, we replace the if-statements for boundary tests by a cheap bit operation. More specifically, the modulo operation is realized by a bitwise ‘and’ operation with \( n - 1 \). Further optimization strategies, like using texture memory or shared memory, do not show an improved performance for this application.

### 4 Performance Comparison and Analysis

We test the algorithm in double precision arithmetic on a GEFORCE GTX 460 graphics card with 1GiByte global memory. On the host system Intel(R) Core(TM) i5 CPU 760@2.80GHz, we compile the NFFT3 library [12] by gcc 4.5.2 using the compiler option -O3.

Because of the bounded global memory on this graphics card, we have restrictions on the problem size. We assume a spatial dimension \( d \in \mathbb{N} \), a fixed oversampling factor \( \sigma = 2 \), vectors \( \hat{\varphi} \in \mathbb{C}^{N^d} \), \( \varphi \in \mathbb{C}^M \), \( x \in \mathbb{R}^{dM} \) for the Fourier coefficients, samples, and nodes, and an inplace CUFFT on the vectors \( \hat{\varphi}, \varphi \in \mathbb{C}^{N^d} \). Denoting by \( c \) and \( r \), the size of complex and real floating numbers in bytes, respectively, yields

\[
c(2(2N)^d + N^d + M) + dMr \leq 1\text{GiByte}
\]

and thus for \( M = N^d \) the final restrictions in Table 1.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( d = 1 )</th>
<th>( d = 2 )</th>
<th>( d = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>double precision, ( c = 16 ), ( r = 8 )</td>
<td>( N = 2^{23} )</td>
<td>( N = 2^{11} )</td>
<td>( N = 2^{11} )</td>
</tr>
<tr>
<td>single precision, ( c = 8 ), ( r = 4 )</td>
<td>( N = 2^{24} )</td>
<td>( N = 2^{11} )</td>
<td>( N = 2^{11} )</td>
</tr>
</tbody>
</table>

Table 1 Restrictions on the problem size \( N \) of the NFFT.

Subsequently, we only consider the two-dimensional case \( d = 2 \). Performance measurements of the NFFT algorithm on CPU and GPU are shown in Figure 2. We choose \( \sigma = 2 \) and the cut-off parameter \( m = 6 \) as well as \( M = N^2 \) for all measurements corresponding to the default setting of the NFFT library on the CPU.

The speedup of the convolution step depends on the specific nodes \( x_j \in T^2 \), \( j = 0, \ldots, M - 1 \). For clustered nodes, cf. Figure 2, we get a higher speedup as for uniformly distributed nodes \( x \), cf. Figure 3, because the global memory loads of \( g_l \) are more expensive for this case. The outlier for the ROC at \( N^2 = 2^{16} \) is due to the behavior of the NFFT3 library.

Fig. 1 Control and data flow of the CUNFFT.
Fig. 2 Computing times in milliseconds (left) and speedup against NFFT3 library for clustered input nodes $x_j$ (right).

Fig. 3 Computing times in milliseconds (left) and speedup against NFFT3 library for uniformly distributed nodes $x_j$ (right).

Fig. 4 Additional speedup for single precision (left) and data transfer times in comparison to the execution time of the CUNFFT (right).
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